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1. **Perhitungan error pada regresi**
2. **SMAPE - Symmetric Mean Absolute Percentage Error**

which is an accuracy measure commonly used in forecasting and time series analysis.

Given the actual values y and the predicted values y\_hat, the SMAPE is calculated as the average of the absolute percentage errors between the two, where each error is weighted by the sum of the absolute values of the actual and predicted values.

The resulting score ranges between 0 and 1, where a score of 0 indicates a perfect match between the actual and predicted values, and a score of 1 indicates no match at all. A smaller value of SMAPE is better, and it is often multiplied by 100% to obtain the percentage error. Best possible score is 0.0, smaller value is better. Range = [0, 1].

**from** **numpy** **import** array

**from** **permetrics.regression** **import** RegressionMetric

*## For 1-D array*

y\_true = array([3, -0.5, 2, 7])

y\_pred = array([2.5, 0.0, 2, 8])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.symmetric\_mean\_absolute\_percentage\_error())

*## For > 1-D array*

y\_true = array([[0.5, 1], [-1, 1], [7, -6]])

y\_pred = array([[0, 2], [-1, 2], [8, -5]])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.SMAPE(multi\_output="raw\_values"))

1. **NSE - Nash-Sutcliffe Efficiency**

is calculated as the ratio of the mean squared error between the observed and simulated streamflow to the variance of the observed streamflow. The NSE ranges between -inf and 1, with a value of 1 indicating perfect agreement between the observed and simulated streamflow

**from** **numpy** **import** array

**from** **permetrics.regression** **import** RegressionMetric

*## For 1-D array*

y\_true = array([3, -0.5, 2, 7])

y\_pred = array([2.5, 0.0, 2, 8])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.nash\_sutcliffe\_efficiency())

*## For > 1-D array*

y\_true = array([[0.5, 1], [-1, 1], [7, -6]])

y\_pred = array([[0, 2], [-1, 2], [8, -5]])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.NSE(multi\_output="raw\_values"))

1. **MASE - Mean Absolute Scaled Error**

* Best possible score is 0.0, smaller value is better. Range = [0, +inf)
* m = 1 for non-seasonal data, m > 1 for seasonal data

**from** **numpy** **import** array

**from** **permetrics.regression** **import** RegressionMetric

*## For 1-D array*

y\_true = array([3, -0.5, 2, 7])

y\_pred = array([2.5, 0.0, 2, 8])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.mean\_absolute\_scaled\_error())

*## For > 1-D array*

y\_true = array([[0.5, 1], [-1, 1], [7, -6]])

y\_pred = array([[0, 2], [-1, 2], [8, -5]])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.MASE(multi\_output="raw\_values"))

1. **MSLE - Mean Squared Logarithmic Error**

Where means the natural logarithm of x. This metric is best to use when targets having exponential growth, such as population counts, average sales of a commodity over a span of years etc. Note that this metric penalizes an under-predicted estimate greater than an over-predicted estimate.

The Mean Squared Logarithmic Error (MSLE) is a statistical measure used to evaluate the accuracy of a forecasting model, particularly when the data has a wide range of values. It measures the average of the squared differences between the logarithms of the predicted and actual values.

The logarithmic transformation used in the MSLE reduces the impact of large differences between the actual and predicted values and provides a better measure of the relative errors between the two values. The MSLE is always a positive value, with a smaller MSLE indicating better forecast accuracy.

The MSLE is commonly used in applications such as demand forecasting, stock price prediction, and sales forecasting, where the data has a wide range of

values and the relative errors are more important than the absolute errors. + It is important to note that the MSLE is not suitable for data with negative values or zero values, as the logarithm function is not defined for these values. + Best possible score is 0.0, smaller value is better. Range = [0, +inf)

**from** **numpy** **import** array

**from** **permetrics.regression** **import** RegressionMetric

*## For 1-D array*

y\_true = array([3, -0.5, 2, 7])

y\_pred = array([2.5, 0.0, 2, 8])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.mean\_squared\_log\_error())

*## For > 1-D array*

y\_true = array([[0.5, 1], [-1, 1], [7, -6], [1, 2]])

y\_pred = array([[0, 2], [-1, 2], [8, -5], [1.1, 1.9]])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.MSLE(multi\_output="raw\_values"))

1. **SE - Squared Error**

* Best possible score is 0.0, smaller value is better. Range = [0, +inf)
* Note: Computes the squared error between two numbers, or for element between a pair of list, tuple or numpy arrays.
* The Squared Error (SE) is a metric used to evaluate the accuracy of a regression model by measuring the average of the squared differences between the

**from** **numpy** **import** array

**from** **permetrics.regression** **import** RegressionMetric

*## For 1-D array*

y\_true = array([3, -0.5, 2, 7])

y\_pred = array([2.5, 0.0, 2, 8])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.single\_squared\_error())

*## For > 1-D array*

y\_true = array([[0.5, 1], [-1, 1], [7, -6]])

y\_pred = array([[0, 2], [-1, 2], [8, -5]])

evaluator = RegressionMetric(y\_true, y\_pred)

print(evaluator.SE())

1. **Perhitungan Performansi pada Klasifikasi**
2. **F-Beta Score (FBS)**

The F-beta score is the weighted harmonic mean of precision and recall, reaching its optimal value at 1 and its worst value at 0.

The beta parameter represents the ratio of recall importance to precision importance. beta > 1 gives more weight to recall, while beta < 1 favors precision. For example, beta = 2 makes recall twice as important as precision, while beta = 0.5 does the opposite. Asymptotically, beta -> +inf considers only recall, and beta -> 0 only precision.

**from** **numpy** **import** array

**from** **permetrics.classification** **import** ClassificationMetric

*## For integer labels or categorical labels*

y\_true = [0, 1, 0, 0, 1, 0]

y\_pred = [0, 1, 0, 0, 0, 1]

*# y\_true = ["cat", "ant", "cat", "cat", "ant", "bird", "bird", "bird"]*

*# y\_pred = ["ant", "ant", "cat", "cat", "ant", "cat", "bird", "ant"]*

cm = ClassificationMetric(y\_true, y\_pred)

print(cm.fbeta\_score(average=**None**))

print(cm.fbeta\_score(average="micro"))

print(cm.FBS(average="macro"))

print(cm.FBS(average="weighted"))

1. **G-Mean Score (GMS)**

G-mean is a performance metric in the field of machine learning and specifically in binary classification problems. It is a balanced version of the geometric mean, which is calculated as the square root of the product of true positive rate (TPR) and true negative rate (TNR) also known as sensitivity and specificity, respectively.

The G-mean is a commonly used metric to evaluate the performance of a classifier in imbalanced datasets where one class has a much higher number of samples than the other. It provides a balanced view of the model’s performance as it penalizes low values of TPR and TNR in a single score. The G-mean score provides a balanced evaluation of a classifier’s performance by considering both the positive and negative classes.

* The formula for the G-mean score is given by
* where TPR (True Positive Rate) is defined as
* and TNR (True Negative Rate) is defined as

with TP (True Positives) as the number of instances that are correctly classified as positive, TN (True Negatives) as the number of instances that are correctly classified as negative, FP (False Positives) as the number of instances that are wrongly classified as positive, and FN (False Negatives) as the number of instances that are wrongly classified as negative.

* Best possible score is 1.0, higher value is better. Range = [0, 1]

**from** **numpy** **import** array

**from** **permetrics.classification** **import** ClassificationMetric

*## For integer labels or categorical labels*

y\_true = [0, 1, 0, 0, 1, 0]

y\_pred = [0, 1, 0, 0, 0, 1]

*# y\_true = ["cat", "ant", "cat", "cat", "ant", "bird", "bird", "bird"]*

*# y\_pred = ["ant", "ant", "cat", "cat", "ant", "cat", "bird", "ant"]*

cm = ClassificationMetric(y\_true, y\_pred)

print(cm.g\_mean\_score(average=**None**))

print(cm.GMS(average="micro"))

print(cm.GMS(average="macro"))

print(cm.GMS(average="weighted"))

1. **Negative Predictive Value (NPV)**
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The negative predictive value is defined as the number of true negatives (people who test negative who don’t have a condition) divided by the total number of people who test negative.

The negative predictive value is the ratio tn / (tn + fn) where tn is the number of true negatives and fn the number of false negatives.

In the multi-class and multi-label case, this is the average of the NPV score of each class with weighting depending on the average parameter.

* Best possible score is 1.0, higher value is better. Range = [0, 1]

from numpy import array

from permetrics.classification import ClassificationMetric

## For integer labels or categorical labels

y\_true = [0, 1, 0, 0, 1, 0]

y\_pred = [0, 1, 0, 0, 0, 1]

# y\_true = ["cat", "ant", "cat", "cat", "ant", "bird", "bird", "bird"]

# y\_pred = ["ant", "ant", "cat", "cat", "ant", "cat", "bird", "ant"]

cm = ClassificationMetric(y\_true, y\_pred)

print(cm.NPV(average=None))

print(cm.NPV(average="micro"))

print(cm.NPV(average="macro"))

print(cm.NPV(average="weighted"))

1. **Specificity Score (SS)**
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The specificity score is the ratio tn / (tn + fp) where tn is the number of false positives and fp the number of false positives. It measures how many observations out of all negative observations have we classified as negative. In fraud detection example, it tells us how many transactions, out of all non-fraudulent transactions, we marked as clean.

In the multi-class and multi-label case, this is the average of the SS score of each class with weighting depending on the average parameter.

* Best possible score is 1.0, higher value is better. Range = [0, 1]

from numpy import array

from permetrics.classification import ClassificationMetric

## For integer labels or categorical labels

y\_true = [0, 1, 0, 0, 1, 0]

y\_pred = [0, 1, 0, 0, 0, 1]

# y\_true = ["cat", "ant", "cat", "cat", "ant", "bird", "bird", "bird"]

# y\_pred = ["ant", "ant", "cat", "cat", "ant", "cat", "bird", "ant"]

cm = ClassificationMetric(y\_true, y\_pred)

print(cm.specificity\_score(average=None))

print(cm.specificity\_score(average="micro"))

print(cm.specificity\_score(average="macro"))

print(cm.specificity\_score(average="weighted"))

1. **Matthews Correlation Coefficient (MCC)**

![matthews correlation coefficient](data:image/png;base64,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)

In the multi-class and multi-label case, this is the average of the MCC score of each class with weighting depending on the average parameter.

* Best possible score is 1.0, higher value is better. Range = [-1, +1]

from numpy import array

from permetrics.classification import ClassificationMetric

## For integer labels or categorical labels

y\_true = [0, 1, 0, 0, 1, 0]

y\_pred = [0, 1, 0, 0, 0, 1]

# y\_true = ["cat", "ant", "cat", "cat", "ant", "bird", "bird", "bird"]

# y\_pred = ["ant", "ant", "cat", "cat", "ant", "cat", "bird", "ant"]

cm = ClassificationMetric(y\_true, y\_pred)

print(cm.MCC(average=None))

print(cm.MCC(average="micro"))

print(cm.MCC(average="macro"))

print(cm.MCC(average="weighted"))

1. **Perhitungan Performansi pada Clustering**
2. **Duda Hart Index (DHI)**

The Duda index, also known as the D-index or Duda-Hart index, is a clustering evaluation metric that measures the compactness and separation of clusters. It was proposed by Richard O. Duda and Peter E. Hart in their book “Pattern Classification and Scene Analysis.”

The Duda index is defined as the ratio between the average pairwise distance within clusters and the average pairwise distance between clusters. A lower value of the Duda index indicates better clustering, indicating that the clusters are more compact and well-separated. Here’s the formula to calculate the Duda index:

Duda Index = (Average pairwise intra-cluster distance) / (Average pairwise inter-cluster distance)

To calculate the Duda index, you need the following steps:

Compute the average pairwise distance within each cluster (intra-cluster distance).

Compute the average pairwise distance between different clusters (inter-cluster distance).

Divide the average intra-cluster distance by the average inter-cluster distance to obtain the Duda index.

The Duda index is a useful metric for evaluating clustering results, particularly when the compactness and separation of clusters are important. However, it’s worth noting that the Duda index assumes Euclidean distance and may not work well with all types of data or distance metrics.

import numpy as np

from permetrics import ClusteringMetric

## For integer labels or categorical labels

data = np.array([[1, 2], [3, 4], [5, 6], [7, 8], [9, 10]])

y\_pred = np.array([0, 0, 1, 1, 1])

cm = ClusteringMetric(X=data, y\_pred=y\_pred)

print(cm.duda\_hart\_index())

print(cm.DHI())

1. **Sum of Squared Error Index (SSEI)**

Sum of Squared Error (SSE) is a commonly used metric to evaluate the quality of clustering in unsupervised learning problems. SSE measures the sum of squared distances between each data point and its corresponding centroid or cluster center. It quantifies the compactness of the clusters.

Here’s how you can calculate the SSE in a clustering problem:

1) Assign each data point to its nearest centroid **or** cluster center based on some distance metric (e.g., Euclidean distance).

2) For each data point, calculate the squared Euclidean distance between the data point **and** its assigned centroid.

3) Sum up the squared distances **for** all data points to obtain the SSE.

Higher SSE values indicate higher dispersion or greater variance within the clusters, while lower SSE values indicate more compact and well-separated clusters. Therefore, minimizing the SSE is often a goal in clustering algorithms.

import numpy as np

from permetrics import ClusteringMetric

## For integer labels or categorical labels

data = np.array([[1, 2], [3, 4], [5, 6], [7, 8], [9, 10]])

y\_pred = np.array([0, 0, 1, 1, 1])

cm = ClusteringMetric(X=data, y\_pred=y\_pred)

print(cm.sum\_squared\_error\_index())

print(cm.SSEI())

1. **Purity Score (PuS)**

Purity is a metric used to evaluate the quality of clustering results, particularly in situations where the ground truth labels of the data points are known. It measures the extent to which the clusters produced by a clustering algorithm match the true class labels of the data. Here’s how Purity is calculated:

1) For each cluster, find the majority **class** **label** among the data points **in** that cluster.

2) Sum up the sizes of the clusters that belong to the majority **class** **label**.

3) Divide the sum by the total number of data points.

The resulting value is the Purity score, which ranges from 0 to 1. A Purity score of 1 indicates a perfect clustering, where each cluster contains only data points from a single class.

Purity is a simple and intuitive metric but has some limitations. It does not consider the actual structure or distribution of the data within the clusters and is sensitive to the number of clusters and class imbalance. Therefore, it may not be suitable for evaluating clustering algorithms in all scenarios.

import numpy as np

from permetrics import ClusteringMetric

## For integer labels or categorical labels

y\_true = np.array([0, 0, 1, 1, 1, 2, 2, 1])

y\_pred = np.array([0, 0, 1, 1, 2, 2, 2, 2])

cm = ClusteringMetric(y\_true=y\_true, y\_pred=y\_pred)

print(cm.purity\_score())

print(cm.PuS())

1. **Tau Score (TS)**

The Tau index, also known as the Tau coefficient, is a measure of agreement or similarity between two clustering solutions. It is commonly used to compare the similarity of two different clusterings or to evaluate the stability of a clustering algorithm.

The Tau index is based on the concept of concordance, which measures the extent to which pairs of objects are assigned to the same clusters in two different clustering solutions. The index ranges from -1 to 1, where 1 indicates perfect agreement, 0 indicates random agreement, and -1 indicates perfect disagreement or inversion of the clustering solutions.

The calculation of the Tau index involves constructing a contingency table that counts the number of pairs of objects that are concordant (i.e., assigned to the same cluster in both solutions) and discordant (i.e., assigned to different clusters in the two solutions).

The formula for calculating the Tau index is as follows:

Tau = (concordant\_pairs - discordant\_pairs) / (concordant\_pairs + discordant\_pairs)

A higher value of the Tau index indicates greater similarity or agreement between the two clusterings, while a lower value indicates less agreement. It’s important to note that the interpretation of the Tau index depends on the specific clustering algorithm and the data being clustered.

import numpy as np

from permetrics import ClusteringMetric

## For integer labels or categorical labels

y\_true = np.array([0, 0, 1, 1, 1, 2, 2, 1])

y\_pred = np.array([0, 0, 1, 1, 2, 2, 2, 2])

cm = ClusteringMetric(y\_true=y\_true, y\_pred=y\_pred)

print(cm.tau\_score())

print(cm.TS())

1. **Ball Hall Index**

The Ball Hall Index is a clustering validity index that measures the compactness and separation of clusters in a clustering result. It provides a quantitative measure of how well-separated and tight the clusters are.

The formula for calculating the Ball Hall Index is as follows:

BHI = Xichma(1 / (2 \* n\_i) \* Xichma(d(x, c\_i)) / n

Where:

n is the total number of data points n\_i is the number of data points in cluster i d(x, c\_i) is the Euclidean distance between a data point x and the centroid c\_i of cluster i

The Ball Hall Index computes the average distance between each data point and its cluster centroid and then averages this across all clusters. The index is inversely proportional to the compactness and separation of the clusters. A smaller BHI value indicates better-defined and well-separated clusters.

A lower BHI value indicates better clustering, as it signifies that the data points are closer to their own cluster centroid than to the centroids of other clusters, indicating a clear separation between clusters.

import numpy as np

from permetrics import ClusteringMetric

## For integer labels or categorical labels

data = np.array([[1, 2], [3, 4], [5, 6], [7, 8], [9, 10]])

y\_pred = np.array([0, 0, 1, 1, 1])

cm = ClusteringMetric(X=data, y\_pred=y\_pred)

print(cm.ball\_hall\_index())

print(cm.BHI())